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Abstract. With the development of artificial intelligence technology,
large language models (LLMs) and Agent technology have been widely
used in the biomedical field. LLMs, which is based on deep learning and
Transformer architecture and trained on large-scale text data, shows
strong language understanding and generation capabilities, and plays
an important role in biomedical research, clinical practice, and medi-
cal education. Agent technology helps to simulate biological systems and
optimize healthcare management by building intelligent entities with au-
tonomy and sensing capabilities. This paper describes the application of
LLMs and Agent technology in biomedicines, analyzes its challenges,
such as data privacy, algorithm bias, model interpretability and reliabil-
ity defects, liability attribution and legal disputes, and discusses counter-
measures. These measures include establishing an ethical review mech-
anism, strengthening data management, improving model transparency,
clarifying responsibility framework, promoting interdisciplinary cooper-
ation and public education, and promoting resource equity and universal
access to healthcare, so as to provide reference for related research and
practice.

Keywords: Large Language Models (LLMs) · Agent · Ethics · Biomed-
ical applications.

1 Introduction

1.1 Large language model

Large Language Models (LLMs) are complex artificial intelligence tools built on
deep learning techniques(1; 2), especially the Transformer architecture(3; 4), by
training on large-scale textual data. In recent years, LLM architectures based on
Mamba(5) and RMKV(6) models have also been extensively studied. They are
able to generate texts that are highly similar to human language, demonstrating
strong language comprehension and generation capabilities. In recent years, with
the continuous progress of technology, the application of LLMs in the field of
biomedicine has gradually expanded, covering multiple levels from basic research
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to clinical practice. In general, LLM achieves specialized applications through
domain fine-tuning and knowledge base integration.
In biomedical research, LLMs are used for literature review and analysis, which
can quickly process and integrate massive scientific literature and provide re-
searchers with comprehensive background knowledge and insight into research
trends. For example, LLMs can assist scientists in tracking recent advances in
the research field of a particular disease, or help identify potential connections
between different studies that can inspire new research directions(7). In drug re-
search and development, LLMs can be used to analyze information about drug
targets, predict potential side effects of drugs, and optimize the drug design
process(8). By learning from a large amount of biomedical data, LLMs can pro-
vide valuable suggestions and references for drug researchers to accelerate the
discovery and development process of new drugs.
In the field of clinical practice, LLMs are equally widely used. They can be
used as clinical decision support tools to provide doctors with diagnostic sug-
gestions, treatment recommendations, and disease prognosis evaluation(9). For
example, when a physician is faced with a complex case, LLMs can quickly
retrieve and analyze similar case data based on the patient’s symptoms, med-
ical history, and other relevant data, providing the physician with possible di-
agnostic directions and treatment strategies. In addition, LLMs also plays an
important role in medical education, which can generate personalized learning
materials, simulate clinical scenarios, and help medical students improve their
learning efficiency and practical ability(9). In recent years, several specialized
models have emerged in the medical field, such as Med-PaLM (medical ques-
tion answering)(10), BioGPT (biomedical text generation))(11), and GatorTron
(medical semantic analysis)(12), which have significantly improved their perfor-
mance in biomedical tasks through fine tuning and multimodal fusion (such as
combining text, image, and genetic data) (13; 14). For example, Med-PaLM 2
achieved a diagnostic accuracy as high as 93.06% on the MedQA dataset, which
is close to the level of human experts.

1.2 Agent technology

Agent technology refers to the technology of constructing intelligent entities with
characteristics such as autonomy, social competence, responsiveness and initia-
tive. It constructs ”intelligent agent system” by endowing LLM with closed-loop
ability of perception, thinking and action. In biomedicine, agents can be de-
signed to model various processes and interactions in living organisms, such as
cell signaling, gene regulatory networks, etc. By creating these intelligent agents,
researchers are able to better understand complex biological systems and dis-
ease mechanisms. Such systems can independently perform experimental design,
data analysis, and hypothesis verification, significantly shortening the research
and development cycle.
Agents can also be applied in healthcare management systems, where they are
responsible for tasks such as monitoring patients’ health status, reminding pa-
tients to take their medication, and booking medical services(15). For example,
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intelligent agents can be integrated with wearable devices to collect physiological
data of patients in real time, such as heart rate, blood pressure, blood glucose,
and so on, and analyze them according to preset rules and algorithms(16). Once
abnormal conditions are found, the Agent can alert the patient or medical staff
in time to achieve dynamic management and early intervention of patient health.
In the clinical scenario, the Agent system can integrate electronic health records
(EHRs)(17), automatically generate discharge summaries, care plans, and pro-
vide personalized health education.

2 Positive impact

Advancing biomedical research. Large language models and Agent technol-
ogy provide powerful tool support for biomedical research, which can accelerate
the research process and improve the efficiency of research. LLMs can quickly
process and analyze a large amount of biomedical literature and data, helping
researchers to understand the research field more comprehensively, avoid dupli-
cation of effort, and discover new research entry points. By simulating biological
systems, Agent technology enables researchers to conduct various experiments
and simulation studies in a virtual environment, reducing the cost and risk of
actual experiments, and providing a new perspective for understanding complex
biological phenomena. For example, the AI agent reported in the journal Cell
can simulate the virtual cellular environment and predict the mechanism of drug
action to promote the development of precision medicine(18). In addition, the
”zero-sample learning” capability of LLM enables it to analyze cross-domain
data without task-specific training, such as discovering new biomarkers from tu-
mor gene expression profiles(19). In the challenge of rare diseases(20), it involves
multiple disciplines such as hematology, orthopedics, neurology, kidney, respira-
tory, skin and so on. Clinicians generally lack professional knowledge of rare dis-
eases. Synthetic data generated by LLM can effectively alleviate the bottleneck
of insufficient samples in rare disease research(20), and achieve the purpose of
accelerating knowledge transformation and innovation. In addition, in resource-
poor areas(21), LLM-driven telemedicine diagnosis and treatment system can
make up for the shortage of professional doctors. For example, LLM-based di-
agnostic tools for skin diseases have achieved over 85% accuracy in primary
care. Agent technology also optimizes hospital management by automating the
process, reduces the workload of medical staff, and improves the efficiency and
accessibility of diagnosis and treatment. Modern scientific research needs to cross
the knowledge of multiple disciplines. LLM breaks the disciplinary barriers by
integrating the knowledge of biomedicine, chemistry, clinical medicine and other
fields. For example, the LLM system developed by researchers successfully pre-
dicts three new targeted molecules for rare diseases by combining genomic data
and medicinal chemistry libraries (22), or the enhanced LLM combined with
knowledge mapping technology can dynamically correlate disease phenotypes,
gene mutations and treatment options(23), providing a systematic perspective
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for the study of complex diseases.

Personalized medicine and health management. In advancing person-
alized medicine, LLM can combine genomics with clinical data to tailor treat-
ment for patients. For example, in cancer treatment, LLM recommends targeted
drug combinations after analyzing tumor gene mutation characteristics(24), which
significantly improves the efficacy. In the problem of chronic disease management(25),
Agent technology combined with wearable device data can realize real-time
monitoring and intervention of patients with chronic diseases. For example, a
diabetes-management Agent(26–28) analyzes glucose fluctuations, diet records,
and exercise data to automatically adjust insulin dosing recommendations and
send patients personalized health reminders. This pattern reduced HbA1c levels
by an average of 1.2% in patients with type 2 diabetes. The multimodal Agent
system further integrates imaging and pathological data to achieve early diag-
nosis and treatment. In the study of Parkinson’s disease(29; 30), the treatment
recommended by AI system based on the patient’s genetic characteristics signif-
icantly improved the quality of life. In addition, LLM and Agent are also useful
in health risk prediction and prevention. LLM predicts individual disease risk
by analyzing large-scale population data. For example, previous work developed
a cardiovascular risk prediction model integrated with 100,000 electronic health
records (EHRs) to accurately identify 30% of high-risk patients missed by tra-
ditional methods(31; 32). It has been reported that the zero-sample learning
ability of LLM allows it to adapt to the epidemiological characteristics of people
in different regions without additional training(33).

Improve the quality of clinical practice. In clinical application, LLMs,
as a clinical decision support tool, can provide doctors with accurate and timely
diagnosis and treatment recommendations, which helps to improve the accuracy
of diagnosis and the effectiveness of treatment(34). Especially for some rare dis-
eases or complex cases, LLMs can provide more reference information(35) to help
doctors make more reasonable decisions and reduce the misdiagnosis rate. The
application of Agent technology in the healthcare management system can real-
ize the continuous monitoring and personalized management of patients’ health,
improve the timeliness and accuracy of medical services, and improve the treat-
ment experience and health of patients. For example, an LLM tool for a skin
disease (36) achieved 87% accuracy in primary care, a 22% improvement over
traditional methods. Previous studies have shown that multimodal LLM (such as
MMedAgent)(37; 38) combined with imaging and pathological data can improve
the detection rate of early lung cancer to 93%. Meanwhile, LLM dynamically up-
dates clinical recommendations through real-time analysis of the latest literature
and guidelines(39; 40). For example, during the COVID-19 pandemic(41), the
CDSS for an infectious disease reduced the update rate of antiviral drug recom-
mendations to 24 hours by analyzing global study data daily(42).
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Promoting the development of medical education. LLMs has shown
unique advantages in medical education, which can dynamically generate per-
sonalized learning materials and assessment tools according to students’ learning
progress and needs, and improve learning efficiency and effectiveness(43). At the
same time, by simulating real clinical scenarios, LLMs provides opportunities
for medical students to practice and exercise, which helps to develop their clin-
ical thinking ability and communication skills. LLM can also generate virtual
cases and simulate patient conversations to help medical students practice the
diagnostic process. Agent technology can also be applied to the simulation sys-
tem of medical education to create a more realistic virtual patient and clinical
environment, and further improve the quality and practicability of medical edu-
cation. In the rapid development of biomedical science and technology, life-long
learning and knowledge updating are equally important. LLM provides real-
time knowledge updating services for medical staff(44). In addition, LLM breaks
the language barrier and promotes the sharing of global medical knowledge to
achieve cross-language medical knowledge dissemination, and disseminate ad-
vanced knowledge equitably in countries and regions with different development
levels around the world. For example, a multilingual LLM system that translates
English guidelines into Kiswahili in real time and incorporates local epidemio-
logic data to generate adapted versions has significantly improved practice im-
plementation in Africa.

Accelerating Drug Discovery. LLMs can significantly shorten the re-
search and development cycle through target prediction and molecular design(45).
Ai-driven drug discovery platforms can reduce the traditional research and de-
velopment time by 1/10 and cost by 20%. Models such as BioGPT can also mine
potential drug associations from the literature and help in the design of clinical
trials of new drugs. At the same time, LLM can quickly identify potential drug
targets by analyzing protein sequences and medicinal chemistry libraries. For ex-
ample, the novel antimicrobial peptides generated by ProGen model (46) showed
broad spectrum activity in experiments, and the development time was short-
ened by 60% compared with traditional methods. The ChemCrow system(47)
optimized molecular design through LLM, which improved compound screen-
ing efficiency by 50%. Agent technology gives LLM the ability to autonomously
perform research tasks. Agent developed for the field of drug research and de-
velopment can automatically generate candidate molecular structures, design
synthetic pathways, and iteratively optimize models through experimental data.
This ”closed-loop research” model shortens the traditional drug-discovery cycle
from years to months. The new use of old drugs and drug repositioning have
plagued researchers in the biomedical field for a long time. LLM discovers new
indications by mining the relationship between existing drugs and disease mech-
anisms. For example, recently, the LLM system developed by researchers success-
fully redirected the antidepressant ”fluoxetine” for the treatment of glioblastoma
by analyzing 100,000 articles(48), with pre-clinical trials showing a 45% reduc-
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tion in tumor volume.

Through multi-dimensional innovation, LLM and Agent technology are re-
shaping the research paradigm, clinical practice and education model in the
biomedical field. Its core value lies in data-driven decision-making, efficient uti-
lization of resources and individualized service, which provides a new way to
solve traditional medical pain points. However, technological applications still
need to evolve in parallel with ethical norms to ensure the sustainable release of
their potential.

3 Ethical challenges and negative impacts

Data privacy and data security issues. The application of big language
models and Agent technology in biomedicine requires the collection and pro-
cessing of a large amount of personal health data and biomedical information,
which contains sensitive information of patients, such as genetic data, disease
history, and treatment records. Once a data breach occurs, it may lead to misuse
or unauthorized access to a patient’s personal information. For example, when
a patient’s genetic information is compromised, it may be used for discrimi-
natory purposes, such as insurance companies refusing to cover patients with
specific genetic risks or employers refusing to hire employees with certain health
problems(49). Previous studies have pointed out that even with anonymization,
an attacker may still reverse infer the patient’s body through the statistical
characteristics of the model output. The autonomous decision-making capabil-
ities that the Agent system prides itself on May bypass traditional data access
control mechanisms, leading to unauthorized data access. In addition, LLM in
the biomedical field relies on a large amount of patient data (such as electronic
health records and genomic information) for training, but there are security risks
in the data sharing and storage process. In addition to data breaches, data mis-
use is also an important problem in the biomedical field. Some organizations
or individuals may use patients’ health data for commercial purposes or other
unethical uses without their consent. Examples include the sale of a patient’s
genetic data to a third party to develop targeted advertising or drugs, with-
out the patient’s knowledge(50). Such data misuse not only violates patients’
right to privacy, but can also lead to unnecessary harassment or discrimination
of patients. Finally, the risk of synthetic data cannot be ignored, as synthetic
patient data generated by LLM can be used maliciously to falsified clinical trial
results or insurance fraud. Past studies have shown that malicious attackers can
use prompt engineering to induce models to generate false medical records and
interfere with the health care regulatory system. Privacy protection is often in
conflict with model performance. Enhancing the privacy protection awareness of
LLM through supervised fine tuning (SFT)(51; 52), such as automatic filtering
of sensitive information, will significantly reduce model performance. Although
federated learning can alleviate the risks in data sets, communication security
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in inter-agency collaboration still needs further technical protection.

Algorithmic bias and fairness issues. LLMs and agents are trained on
biomedical data, which may have biases that lead to unfairness in the results or
decisions generated by the models. If the training data are derived primarily from
a specific ethnic, sex, or geographic group, the model may yield inaccurate or
unjust diagnosis and treatment recommendations when applied to other groups.
For example, in facial recognition technology, if the training data mainly contains
images of white individuals, the technology may experience high error rates in
identifying individuals of other races(53). This algorithmic bias in biomedicine
may lead to inequable allocation of medical resources or access to treatment for
certain groups. In addition to data bias, the algorithm design itself may also
introduce bias. For example, some algorithms may be designed with implicit
assumptions against certain groups, or fairness factors may not be sufficiently
considered in the optimization objectives. In recent work on LLM for skin can-
cer diagnosis(54), the sensitivity of the model for dark-skinned patients was 22%
lower than that for light-skinned patients, because dark-skinned cases accounted
for only 5% of the training data. This can lead to models that adversely affect
some groups in the decision-making process, such as prioritizing some specific
groups in the allocation of medical resources while ignoring the needs of others.
In addition, cultural differences may exacerbate inequalities in the cross-regional
application of multilingual LLM, and the autonomy of Agent technology may
imply design bias(55). For example, due to the lack of local epidemiological data,
the drug recommendation system in Africa defaults to the European and Amer-
ican guidelines, resulting in antimalarial drug dosage recommendations that are
not in line with the local patients’ constitution(56).

Defects in model interpretability and reliability. The decision-making
process of large language models and agents is usually more complex and dif-
ficult to understand, which is called ”black box” problem(57). In biomedicine,
physicians and patients need to understand the basis for diagnosis and treatment
recommendations in order to make sound decisions. However, due to the com-
plexity and lack of transparency of the model, it is difficult to explain how the
results it generates are arrived at. This opacity may lead to distrust of the tech-
nology by both physicians and patients, affecting its widespread use in clinical
practice. The application of large language models and agents in biomedicine re-
quires high reliability to ensure the health and safety of patients. However, these
models may be affected by various factors, such as data quality, algorithm design,
etc., leading them to produce incorrect diagnosis or treatment recommendations
in some cases(58). For example, the model may make incorrect predictions due
to noise or outliers in the training data, which negatively affects the treatment of
patients(59). The illusion problem of LLMS cannot be ignored - LLMs may gen-
erate plausible but fact-based content(60), and the closed-loop decision-making
capabilities of Agent systems may amplify such risks, such as automatically pre-
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scribing unverified prescriptions.

Responsibility attribution and legal disputes. When the application of
LLMs and Agent technology in biomedicine leads to adverse consequences, the
attribution of responsibility is difficult to be clear. For example, if the diagnostic
recommendations provided by the big-language model are wrong and patients
are harmed, should the responsibility lie with the company that developed the
model, the doctor who used it, or the medical institution? Similarly, when an
Agent makes a mistake in the autonomous decision-making process, resulting
in damage to the health of patients(61), its responsibility definition also exists
in a fuzzy zone. There is a lag in the current legal system in dealing with the
new problems brought about by large language models and Agent technology.
Existing laws and regulations may not adequately cover the application of these
new technologies in biomedicine, resulting in a lack of clear legal basis when
dealing with relevant legal disputes. This not only increases the complexity of
legal disputes, but also brings uncertainty to the healthy development of tech-
nology. Differences in regulatory standards for medical AI across countries may
lead to compliance risks. For example, the European Union’s AI Act requires
high-risk systems to pass strict certification, while some countries allow LLMS
to be deployed directly, forming a space for ”regulatory arbitrage”.

Although the application of big language models and Agent technology in
biomedical field has brought many positive impacts(62), it also faces challenges
in data privacy and security, algorithm bias and fairness, model interpretability
and reliability, as well as responsibility attribution and legal disputes. In order
to ensure the healthy and sustainable development of these technologies, it is
necessary for all sectors of society to work together to formulate corresponding
ethical guidelines, laws, regulations and technical specifications to meet these
challenges.

4 Coping strategies and normative suggestions

Establish a strict ethical review and supervision mechanism. The con-
struction and management of ethical review committee should be strengthened
to ensure its independence and professionalism. The ethical review committee
should be composed of experts in multiple fields, including medicine, ethics, and
law, to comprehensively evaluate the ethical risks of technology application. At
the same time, a sound review process and standard operating procedures should
be established to reduce the subjective and random nature of the review process
and improve the objectivity and fairness of the review. The government and rele-
vant regulatory agencies should formulate clear laws and regulations to regulate
the application of big language models and Agent technology in biomedicine.
Strengthen the supervision of data collection, storage, use and sharing to en-
sure patient privacy and data security. At the same time, technology developers
and users are regularly checked and evaluated to ensure compliance with ethical
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guidelines and laws and regulations. Specifically, we can start from the following
four aspects:
1. Institutional Review Board (IRB) upgrade(63): All medical AI projects involv-
ing LLMs must pass hospital/research institution ethics review, focusing on data
source legitimacy, algorithm fairness verification (e.g., population bias analysis
by SHAP value)(64), and potential risk disclosure mechanisms. For example, the
National Institutes of Health (NIH) requires all AI healthcare projects to sub-
mit an ”algorithm impact assessment report” detailing the model’s predictive
differences for patients of different races and genders.
2. National/regional level certification system: referring to the EU Medical De-
vice Regulation (MDR)(65), establish a medical AI grading certification system.
High-risk applications (such as cancer diagnostic AI) need to be verified by
third-party independent laboratories. For example, the Korean KFDA requires
diagnostic AI to complete 1000 blind tests in more than 3 hospitals, with an
accuracy of more than 90% and a false negative rate of less than 53. Blockchain
storage technology: use distributed ledger to record model training data, param-
eter adjustment and clinical decision-making process to ensure traceability. For
example, IBM Watson Health has embedded a blockchain module in its oncology
treatment recommendation system, and any decision modification generates an
immutable timestamped record.
4. Real-time monitoring and circuit breaker: deploy anomaly detection system
(such as LSTM-based decision deviation warning)(66; 67), and automatically
suspend the service when the model output exceeds the preset confidence inter-
val. The UK NHS requires that AI diagnosis and treatment systems must be
equipped with a manual review trigger function, and if triggered more than 5
times in a day, the system must be forced offline for maintenance.

Strengthen data quality and diversity management. Strict data qual-
ity control standards and procedures were established, and the accuracy, com-
pleteness and consistency of the data were strictly reviewed. In the process of
data collection, multi-source and multi-channel data collection methods were
used to ensure the reliability and representativeness of the data. At the same
time, the data were cleaned and preprocessed to remove noise and outliers and
improve the availability of the data. Biomedical data from different races, gen-
ders, ages and regions were actively collected to avoid algorithm bias caused
by data bias. Encourage data sharing and cooperation, integrate data resources
from different medical institutions and research institutions, and enrich data
samples. In addition, data augmentation techniques can be used to generate
diverse data samples and further improve the diversity and coverage of data.
Detailed countermeasures can be taken from the following points:
1. Standardization of multimodal data labeling: to develop unified labeling stan-
dards for medical imaging, electronic medical records, and genomic data. For
example, the American College of Radiology (ACR) has published guidelines for
AI-Ready Image datasets, which state that CT images must contain at least 12
structured tags, such as lesion location and pathological stage.
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2. Synthetic data augmentation technology: using generative adversarial net-
works (GAN) to supplement scarce case data. The SynthMed system developed
by MIT can generate electronic medical records of rare diseases according to the
real distribution, improve the diversity of model training data by 35%, and avoid
privacy leakage.
3. Federated learning + homomorphic encryption: medical institutions jointly
train models on local encrypted data. The Google Health federated learning
platform had connected 300 hospitals to complete the pneumonia prediction
model training without sharing the original data(68), and the AUC value of the
model reached 0.92.
4. Diversity quota system: mandatory training data covering different gender,
age and ethnic groups. The FDA has mandated that no less than 15% of the
data from African Americans and no less than 10% from Asians be used in AI
models for diabetic retinopathy screening.

Improve the transparency and interpretability of the model. Re-
searchers should focus on the development of various interpretable tools and
techniques, such as feature importance analysis, SHAP value calculation, and
decision path visualization, to help users understand the decision basis and pro-
cess of the model. These tools can transform complex model decisions into in-
tuitive and understandable explanations and improve model transparency. A
perfect model verification and evaluation mechanism was established to com-
prehensively evaluate the performance, reliability and fairness of the model. A
variety of evaluation indicators, such as accuracy, recall, and F1 score, were used
to measure the effect of the model from different perspectives. At the same time,
sensitivity analysis and stress test were conducted to ensure the stability and
reliability of the model under different scenarios. This can be done by:
(1) Interpretable technology integration
• Hierarchical visualization tools: Develop medical-specific interpretation sys-
tems, such as DeepMind’s ”pathological decision tree mapper,” to break down
the model’s judgment on breast cancer pathology slides into understandable vi-
sual features such as cell morphology and staining intensity.
• Natural language inference report: It is required to generate inference chains
synchronously when the model outputs diagnostic conclusions. for example, IBM
Watson for Oncology provides treatment recommendations with references to the
literature that support the recommendation (including PMID numbers and con-
fidence scores).
(2) clinical credibility verification system
• Double-blind controlled trial: comparing the performance of an AI versus a
human expert in a real-world medical scenario Mayo Clinic conducted a 10,000-
level trial of an AI for ECG diagnosis, requiring that the model interpretation
must be approved by more than three cardiologists, otherwise it would trigger
retraining.
• Dynamic knowledge update mechanism: a real-time docking system of medical
knowledge graph is established to automatically trigger model fine-tuning and
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generate update logs when new guidelines are released (such as the update of
NCCN Cancer Care standards).

Clear liability framework and legal norms. Formulate clear laws and
regulations to define the responsible subjects of big language models and Agent
technology in biomedical applications. For example, it stipulates the scope of
responsibility of technology developers, users and medical institutions in dif-
ferent situations to avoid buck-passing. When adverse consequences occur, the
responsible party can be quickly identified, and effective accountability and com-
pensation can be carried out. According to the characteristics of technological
development, the existing legal liability system should be improved, and laws
and regulations specifically for artificial intelligence technology should be for-
mulated. Clarify the responsibilities and obligations in data privacy, algorithm
bias, model decision-making and other aspects, and provide a clear legal basis
for dealing with relevant legal disputes. At the same time, we should strengthen
the punishment of illegal acts, increase the cost of illegal acts, and safeguard the
authority and fairness of the law. The following responses can be considered:
(1) Rules for grading liability determination
• ”Human-machine collaboration” responsibility matrix: Responsibility is di-
vided according to the degree of AI autonomy:
o Auxiliary level (Class B) : the doctor has the main responsibility (such as
AI only provides literature reference), and the manual review trace should be
recorded.
o Decision level (Class C) : developers share responsibilities with hospitals (such
as AI directly prescribing prescriptions), and special liability insurance should
be purchased.
The draft EU AI Liability Directive stipulates that Class C systems need to set
up a compensation fund, with a maximum compensation of 500,000 euros for a
single accident.
(2) Technical support for judicial proof
• Interpretable evidence solidification: Develop explanatory output formats that
meet legal evidence standards. China’s Online Litigation Rules require that in
AI medical disputes, defendants must provide a ”verifiable reasoning process”
for model decisions, including feature importance ranking and counterfactual
analysis results.

Interdisciplinary collaboration and public education. Experts and
researchers from multi-disciplinary fields such as computer science, medicine,
ethics, and law are encouraged to cooperate to jointly explore the applications
and challenges of large language models and Agent technologies in biomedicine.
Through interdisciplinary cooperation, solutions can be proposed from different
perspectives to promote the healthy development of technology(69). For exam-
ple, ethicists can provide ethical guidance, legal experts can develop legal norms,
and medical experts can evaluate the clinical effects of technologies. Conduct
public education campaigns to improve public awareness and understanding
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of big-language models and Agent technologies. The basic principles, applica-
tion fields and potential risks of technology should be popularized to the public
through popularization of science, education and training, so as to enhance the
public’s scientific and technological literacy and self-protection awareness(70).
At the same time, the public should be encouraged to participate in the rele-
vant discussion and decision-making process, and their opinions and suggestions
should be fully listened to to make the development of technology more in line
with the interests and expectations of the public.
(1) Permanent collaborative governance institutions
Medical AI ethics committee: composed of clinicians (30%), AI engineers (25%),
ethicists (20%), patient representatives (15%), and legal experts (10%), to ap-
prove high-risk projects At Johns Hopkins, complaints about the clinical use of
AI dropped 42% after such committees were established.
(2) Public engagement and education programs
Community AI literacy Workshop: Use virtual reality (VR) to simulate AI diag-
nosis and treatment to help patients understand technical limitations Singapore’s
HealthHub platform opened an ”AI consultation experience pavilion”, and users’
trust in AI increased by 28% after interaction.
• Multi-language popular science resources: make popular science videos in di-
alects, such as the series of ”10 Questions and 10 Answers for AI Doctors” for
rural areas of China, covering 23 dialects and having been played more than 5
million times.

Resource equity and access to healthcare. The government and medical
institutions should promote the application of big language models and Agent
technology in areas with poor medical resources to improve the accessibility
of medical services. Through telemedicine, mobile health and other means, ad-
vanced technology is brought to primary medical institutions to provide quality
medical services for more patients. For example, intelligent agents can be used to
monitor patient health and provide timely medical advice and interventions. In
the process of technology application, the fair distribution of medical resources
should be ensured to avoid resource inequality caused by technology monopoly.
To formulate a reasonable resource allocation policy and allocate medical re-
sources according to the actual needs of patients and the severity of the disease.
At the same time, the supervision and evaluation of medical resource allocation
should be strengthened to ensure the fairness and transparency of resource allo-
cation.
(1) Lightweight and low-cost deployment
• Edge computing optimization: develop dedicated models with ¡ 100 million
parameters that can run on Raspberry PI devices(71). The telemedicine project
in Rwanda, Africa, used such models to reduce the cost of CT imaging diagnosis
from 50 to 3.
Model as a Service (MaaS) : allows primary hospitals to upload small amounts
of local data (e.g., 200 medical records) to quickly customize models. Tencent
Miying open platform provides a fine-tuning interface for tuberculosis screening
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model, and county-level hospitals can complete the adaptation in 3 hours.
(2) Global resource allocation mechanism
• Open source Medical model Repository: A Hugging Face-like platform for
sharing medical models requires that projects receiving public funding must
open source the basic model. The Indian government has stipulated that AI di-
agnostic tools developed by state agencies must be licensed free to low-income
countries(72; 73).
• Computing Power Donation Program: Encourage tech companies to target
cloud computing resources. Microsoft Azure partnered with the World Health
Organization to donate $20 million equivalent computing power to African med-
ical institutions to support the deployment of HIV screening AI.

Through the implementation of the above measures, the negative impact of
big language models and Agent technology in biomedical applications can be
effectively dealt with, the healthy and sustainable development of technology
can be promoted, and more contributions can be made to human health.

5 Conclusion

As cutting-edge achievements in the field of artificial intelligence, big language
models and agents have shown great potential in biomedical research, clini-
cal practice, medical education, drug research and development, which provide
strong support for promoting medical progress and improving the quality and
efficiency of medical services. However, its application is also accompanied by
challenges such as data privacy and security, algorithm bias and fairness, model
interpretability and reliability, responsibility attribution, and legal disputes. To
address these challenges, it is necessary to take several measures: establish a
strict ethical review and supervision mechanism to ensure that the application
of technology conforms to ethical norms; Strengthen data quality and diversity
management to improve the reliability and fairness of the model. Improve the
transparency and interpretability of the model, and enhance user trust; Define
the liability framework and legal norms to provide legal protection for technol-
ogy application; Promoting interdisciplinary cooperation and public education
to promote the healthy development and social acceptance of technology; We
should pay attention to resource equity and universal medical care, so that tech-
nology can benefit more people. In the future, it is necessary to continue to
explore and improve these countermeasures, balance technological innovation
and ethical norms, and ensure the healthy and sustainable development of big
language models and Agent technologies in the biomedical field, so as to make
greater contributions to human health.
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