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ABSTRACT

This study explores the ability of Image Captioning (IC) models to decode masked
visual content sourced from diverse datasets. Our findings reveal the IC model’s
capability to generate captions from masked images, closely resembling the orig-
inal content. Notably, even in the presence of masks, the model adeptly crafts
descriptive textual information that goes beyond what is observable in the origi-
nal image-generated captions. While the decoding performance of the IC model
experiences a decline with an increase in the masked region’s area, the model
still performs well when important regions of the image are not masked at high
coverage.

1 INTRODUCTION

Image Captioning (IC), also known as the Image-to-Text task, is a pivotal multimodal research
area whose goal is to generate natural language descriptions of visual content (Sharma & Padha,
2023; Ding, 2023). The IC model aims to furnish a holistic comprehension of the image, capturing
object relationships, attributes, scene characteristics, and interactions among objects within the given
scene (Ghandi et al., 2023). Recent years have borne witness to a pronounced proliferation of
scholarly pursuits in the sphere of IC, culminating in a manifold of applications spanning diverse
domains, including biomedical IC (Zheng & Yu, 2023) and bespoke assistive technology catering
to the visually impaired (Guo et al., 2022). Concomitantly, the demonstrated efficacy of the masked
autoencoder (MAE) (He et al., 2022) highlights the potential latent in visual self-supervised learning
(SSL), which has attracted considerable attention in particular for its aptitude in predicting masked
input attributes predicated upon unmasked input content (Zhang et al., 2022). Inspired by the success
of MAE, we raise an incisive inquiry: Can IC models directly discern the masked visual content and
yield accurate textual descriptions? While existing IC models have demonstrated proficiency in
generating precise captions for clear images, limited insights exist into their capacity to comprehend
masked visual content. Herein, we design several masking methodologies applied to the image,
aiming to scrutinize the impact of diverse masking strategies on the captions generated by the model.

2 METHOD

The overall pipeline of this work is shown in Appendix A. We assess four IC models, including
the Large Language and Vision Assistant (LLaVA) (Liu et al., 2023), ViT-GPT2-Image-Captioning
model (Kumar, 2022), Generative Image-to-Text Transformer (GIT) (Wang et al., 2022), and Boot-
strapping Language-Image Pre-Training (BLIP) (Li et al., 2022). We design three distinct masking
methods (i.e., masked ratio, masked block size, and color) for image masking. The masked ratio rep-
resents the proportion of the covered image area to the total image size; masked block size denotes
the area of the square used for random masking; and color means the hue of the masked block. A
random selection of masked areas combines these ways to mask the image. We conduct both quan-
titative and qualitative analyses to scrutinize the disparities in textual descriptions generated from
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the original and masked images. The pre-trained General Text Embeddings (GTE) model (Li et al.,
2023) is used to compute semantic textual similarity scores as a criterion for quantitative evaluation.

3 EXPERIMENTS

Dataset and Experimental setting. We construct a dataset comprising 60 images to deploy the
performance evaluation of the IC model. To minimize the impact of chance and ensure a diverse
representation, we randomly select ten images from each of the six distinct source datasets (i.e.,
the Pokemon1, COCO2017 (Lin et al., 2014), LAION-COCO (Schuhmann et al., 2022), Impres-
sions (Kruk et al., 2023), Midjourney-threads(Don-Yehiya et al., 2023), and Flickr8k (Hodosh et al.,
2013) datasets). The distribution of these images is provided in Appendix B. The masked ratio in-
crementally ascends in 5% intervals, while the square masked block’s side length takes on values of
4, 8, 16, 64, 128, and 256. The color of the masked block includes black, white, and grey.

Results. Figure 1 illustrates the quantitative and qualitative outcomes of the LLaVA. The upper
and lower sections of the image showcase examples of qualitative analysis, depicting high and low
semantic similarity between the captions of the masked image and the subtitles of the original im-
age, respectively. In the middle, we observe the quantitative change in semantic similarity as the
masked ratio increases. Our findings reveal a non-linear correlation between the captions generated
by the IC model and the original image as the random masking rate increases. Surprisingly, the ac-
curacy of captions corresponding to images with a low masking rate is higher than that of those with
a high masking rate. Our study elucidates that the model exhibits heightened accuracy in caption
generation when pivotal and contextually relevant information within the image remains unmasked,
contingent upon the positioning of the masking block. Notably, larger masking blocks in most in-
stances increase the likelihood of concealing pertinent information within the image region, leading
the model to produce inaccurate descriptions even when the masking rate is low. Interestingly, we
observe that the color of the masked block can erroneously influence the IC model to output in-
formation not present in the image (see Appendix C). Moreover, the masking process induces the
IC model to output information absent in the original caption (see Appendix D). These insights
highlight the nuanced impact of masking strategies on the IC model’s output.

Figure 1: The quantitative and qualitative outcome results of LLaVA. Three line charts represent the
colors of masked block, where the left one is black, middle one is gray, and the right one is white.

4 DISCUSSION AND CONCLUSION

Our study comprehensively analyzes the ability of IC models to understand masked visual content
across various conditions and degrees. The relevance of three distinct approaches to mask process-
ing and the subsequent elaboration of textual descriptions generated by IC models is highlighted.

1https://huggingface.co/datasets/diffusers/pokemon-gpt4-captions
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In future research endeavors, we plan to delve deeper into mining the relationships and importance
ranking between different regions within an image and exploring innovative image masking pro-
cessing methods to further advance the development of visual SSL and multimodal models.
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A THE OVERALL PIPELINE OF THIS STUDY

Figure 2: Overall pipeline of this work, where the random mask processing includes three ways (i.e.,
masked ratio, masked block size, and color), and the pre-trained GTE model are used to deploy the
experiment of semantic textual similarity.

B THE T-DISTRIBUTED STOCHASTIC NEIGHBOR EMBEDDING (T-SNE)
VISUALIZATION OF THE DATASET

We employ the ResNet-50 model (He et al., 2016) to extract features from the dataset used in this
study. Subsequently, we utilize the t-SNE algorithm (van der Maaten & Hinton, 2008) to visualize
the distribution of the dataset.

Figure 3: The distribution of the dataset used in this work
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C THE EFFECT OF THE MASKED BLOCK’S COLOR

The qualitative analysis demonstrates that incorporating the masked operation with diverse colors
has a noticeable impact on the IC model’s output, resulting in more and varied information un-
der equivalent conditions. The strategic use of different colors proves advantageous, enriching the
model’s ability to provide a more detailed image description. Even in instances where the IC model
encounters difficulties in accurately portraying the original image, the meticulous application of the
masking process can play a crucial role in addressing these challenges and facilitating improvements.

Figure 4: The results of the interpretation of images processed with different mask block colors,
where the text in red means the differences with the text from the original image. The first column
is the original image, and the second through fourth columns are the images processed with black,
gray and white masks respectively (image example from the flickr8k dataset and the used IC model
is LLaVA).
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D THE SUPPLEMENTARY EFFECT OF THE MASK PROCESSING FOR THE IC
MODEL

Through qualitative analysis, we observe that a thoughtfully designed masked operation enhances
the ability of the IC model to capture additional hidden information in images. It’s worth noting that
this newfound information may occasionally be incorrect, representing the model’s speculative un-
derstanding of the image. Nevertheless, the positive aspect is that the masked operation enables the
IC model to delve into more nuanced details of the image, showcasing an improved understanding.

Figure 5: The results of showing mask processing help the IC model output more informative results,
where the text in red means it supplements the text from the original image (image example from
the flickr8k dataset and the used IC model is LLaVA).
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